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Motivation

Johnson (2002). DOP1 is biased and inconsistent.

Learning Stochastic Tree Grammars from Treebanks (ongoing
NWO project):

An unbiased DOP estimator over-fits the given free-bank,
.e., bias is a desirable property for DOP Moreover, there are
consistent DOP estimators, which do not over-fit the given
tree-bank.

People Involved: Detlef Prescher, Remko Scha, Khalil
Sima’an, and Andreas Zollmann.

This talk: Review of some of our discussions / Presentation of
some research pafths we did not follow yet...
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Estimators

Definition 1. Let X be a counfable sef. Then, each function
f: X — N iscalled acorpus, eachz € X is called a type, and
each value of fis called a type frequency. The corpus size is

defined as
=) flz)

reX

(Here, N is the set of all natural numbers, including 0.)
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Estimators (continued)

Definition 2. Lef X be a counfable set of types. A real-valued
functionp: X — R is called a probability distribufion on X, if p
has two properties: First, p’s values are non-negatfive numbers

ple) >0 forallx e X

and second, p’s values sum to |

> plx)=1

reX
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Estimators (continued)

Definition 3. A non-empty set M of probability distribufions
on a seft X of types is called a probability model on X.
The elements of M are called instances of the model M.
The unrestricted probability model is the sef M(X) of all
probability disfributions on the sef of fypes

M(X) = {p: X — [0,1] Zp(x) = 1}

reX

A probability model M is called restricted in all other cases

MCMX) and M # M(X)
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Estimators (continued)
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Maximum-Likelihood Estimatfion and Relaftive-Frequency

Estimation
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Estimators (continued)

Maximum-likelihnood estimation (Fisher 1912), typically yields
an excellent estimate if the given corpus is large:

e Maximum-likelihood estimartors fulfill the so-called invariance
principle,

e Under certain conditions which are typically safisfied in
practical problems, they are consistent estimators,

e Unlike the relative-frequency estimator, maximum-likelihood
estimaftors typically do not over-fit the given corpus in
practice.

Maximume-Likelihood Estimation is probably the most widely
used estimation method
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Estimators (continued)

M(X)

In practice, Maximum-Likelihood Estimation and
Relative-Frequency Estimation typically yield different
esfimates.
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Estimators (continued)

Definition 4. Lef X be a counfable set, let C,, be the sef of
all corpora f: X — N with size |f| = n, and lef M be a
probability model on X. Then each function

est, :Cp, =M, fr—0p

is called an estimator for M.
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Estimators (continued)

Definition 5. An estimaftor is called unbiased for a model
instance p € M Iff

E,(esty) =p

Here, Ep(estn,) = > icc Lp(f) - estn(f) Is the esfimaror’s
expectation, calculated with the corpus probabilities L, (f).
Nofe that these probabilities form a distribution on C,,.

A bif weaker, a sequence of esftimators est,, IS called
consistent forp ¢ M iff forallx €¢ X and for alle > 0

lim L, (1f € Cn ¢ [estn(f)(2) —p(2)] > €}) =0

Mathematical properties of estimaftors
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Grammar Estimation

Given / Setting:
e A symbolic grammar

e O corpus of sentences
(with or without grammatical analyzes)

Tasks:

e Create a good probability model of the grammar

e select a good instance of the grammar’s probability model
(to be used as a language model or for disambiguation)

Probabilistic Modeling for Natural Language Grammarrs
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Grammar Estimation

Probabilistic Grammar

input sentence [ formal
grammar

multiple output
(analyzes)

grammar
transformation

multiple output
(transformed analyzes)

Application
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either on:
— sentences (unsupervised learning)
— analyzes (supervised learning)

Grammar Estimation for PCFGs

instance of a
probability model

most probable
analysis

...or EM if we can’t do MLE...
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Grammar Estimation (continued)

Treebank (Example by Johnson, 2002): mxh: g mx g
=
|
Tree fragments: 44 7
" § 2" 8 RS 40 G 5 § 's: § A
AR A AR AR AR A 4

T :

Tree derivations (Trees with hidden breakpoints):
D(fl) = {fl, I3 0 fj.r, fq0 f’h Isol70 fj.r} and D(fg) = {fz, Ig © fj}

Symbolic backbone of 'All-Fragment’ DOP
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Grammar Estimation (continued)
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DOPI1 is biased and inconsistent
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DOP Estimation

Research questions at the beginning of our project:

e Shall we search for a better estimation method (and stick
with the “All-Fragment’ DOP)...

e ...0r shall we search for a better / restricted DOP model
(and stick with Maximume-Likelihood Estimation)?

Research context back then: We already knew at that time
that Maximum-Likelihood Estimation results in a completely
over-fitting instance of the standard DOP model, which does
not assign a positive probability fo any tree ouftside the given
freebank...
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DOP Estimation (continued)

Current solutions:

e DOP Back-Off (Burrato and Sima’an 2003): Stick with
the "All-Fragments’” DOP model, but smooth all fragment

counts by backing off to smaller fragments and ftheir
counts...

e DOP* (Zollmann and Sima’an 2005). Stick with Maximum-
Likelihood Estimation by: (i) splitting the freebbank into two
parts, (i) reading off selected fragments from one part,
and (i) estimating probabilities for these fragments by
counting how often they occur in the ofther part...
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DOP Estimation (continued)

Current Problems: The original DOP model can be thought
of as a kind of Memory-Based-Learning approach, where
all tfrees and all free fragments in the treeloank comprise the
memory of the DOP model.

e Back-Off DOP is not in this spirit, since its memory is
pbased on back-off distributions. Look-up and update of
this smoothed memory is considerably less simple than in
Memory-Based Learning.

e Clearly, DOP* is not at all in the spirit of the *All-Fragment’
DOP approach.

e (By contrast, DOP1 could be easily modified to integrate
new example trees on the fly.)
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DOP Estimation (continued)

Current Problems (continued): In sharp contrast to PCFG
estimation, the typical asymptotic behavior of DOP estimation
s tThat the symbolic backbone of DOP’s probability model

grows as the freebank grows

T1:S To: S T3 1S T4 S T
L ss ss S s

In the limit of the treebank size, DOP risks learning an
arbitrarily large grammar — even If the treebank is
generated by a finite grammair.
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Wrap-Up

e DOPI is biased and inconsistent

e Maximum-likelihood estimators for DOP are unbiased and
consistent, but they over-fit

e All unbiased estimators for DOP over-fit

e DOP-Back-Off and DOP* are consistent and do not over-
fit, but they do not fully satisfy important DOP aspects such
as ‘trees and fragments and their probabilities should be
easily accessible” and “all fragments count’

e some symbolic aspects of DOP’s probability model do not
even fit standard estimation theory
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Conclusion

e sfick with probabilistic modeling for DOPR but give up some
aspects of the original DOP approach

— sSmoothing as estimation
— linguistically selected subsefts of fragments
— PCFGs only?!

e give up probabilistic modeling for DOPR thereby strengthening
important aspects of the original DOP approach

— Memory-Based Learning,
— K-Nearest-Neighbors,

% L] L] L]
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Thank youl



